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Abstract. Today, advances in short-range ad-hoc communication and
mobile phone technologies allow people to engage in ad-hoc collabora-
tions based solely on their spatial proximity. These technologies can also
be useful to enable a form of timely, self-organizing emergency response.
Information about emergency events such as a fire, an accident or a toxic
spill is most relevant to the people located nearby, and these people are
likely also the first ones to encounter such emergencies. In this paper we
explore the concept of decentralized ad-hoc collaboration across a range
of emergency scenarios, its feasibility, and potentially effective communi-
cation protocols. We introduce the LocalAlert framework, an open source
agent simulation framework that we have developed to build and test var-
ious form s of decentralized ad-hoc collaboration in different emergency
situations. Initial experiments identify a number of parameters that af-
fect the likelihood of a successful response under such scenarios.

Keywords: decentralized spatial computing, decentralized ad-hoc col-
laboration, emergency situation management, agent framework, ad-hoc
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1 Motivation

Technological advances in mobile phones, location-based social network applica-
tions, and ad-hoc communication abilities will change the ways in which people
respond to emergency situations in the future. Emergencies vary greatly, from
far reaching events such as fast moving wild fires, hurricanes, or flooding, to
events experienced on a smaller spatial scale such as a bomb threat in public
building, an assailant at a school or university, or an accident at a local chemical
plant. These events are characterized by occurring suddenly, requiring imme-
diate reaction, and being first encountered by people in close proximity to the
event.

In the domain of geosensor networks, the term decentralized spatial comput-
ing was coined [13] to capture the fact that while individual sensor nodes only
capture a local glimpse of a geographically larger phenomenon, they can collab-
orate with their immediate local neighbors to identify a larger phenomenon. In
this context, global control or coordination is not necessary, nor do local nodes



need to understand the global phenomenon to coordinate locally. The paradigm
of ad-hoc situational collaboration could be similarly powerful in emergency re-
sponse situations that involve information related to spatio-temporal events and
the people located their proximity.

Imagine the following scenario: Mary is shopping at a local superstore. While
she sorts through some items on a shelf, she hears a person screaming and a
shot being fired. She can determine the general direction of the sound, but she
cannot find out what is really happening. Alarmed and scared, Mary checks
her smartphone application, LocalAlert, a real-time location-based spatial event
notification and coordination application. LocalAlert is location-aware, and en-
ables short-range communication between people in spatial proximity without
the need for users to know each other or connect to a centralized infrastructure.
LocalAlert recognizes Marys location and can detect other people in her proxim-
ity. The application might then display (via text or graphics) information about
the already-known event in the store. If not, Mary can ask a question that is
forwarded to others in her proximity and ultimately relayed to people who may
have encountered the event first hand. Mary is now better informed and decides
to leave the store using a safe route. Mary continuously checks LocalAlert for
updates in case the shooter has moved, and evaluates various escape routes.
Using LocalAlert, Mary can retrieve up-to-date information about the situation
as provided by other people in the same emergency. Other scenarios include a
bomb threat in a public building or apartment complex, or a fast moving wildfire.
LocalAlert can help to identify shortest evacuation routes for people unfamiliar
with a building floor plan, or display notifications about blocked routes by other
people who encountered them. LocalAlert is not restricted to emergency situa-
tions either; it can also be useful in other location-based proximity scenarios. For
example, drivers might be stuck in a suddenly occurring traffic jam and want to
know the length of the traffic jam or its cause.

Today, several technical and non-technical challenges remain. While GPS can
be used for outdoor localization, determining accurate indoor location is still an
active research area; this is relevant if LocalAlert is combined with mobile map-
ping. Further, todays mobile phones and smartphones have limited ad-hoc com-
munication abilities based on short-range radio devices and ZigBee-based mesh
networks [21]. This, how-ever this is changing rapidly due to the advantages
of secure short-range communication enabled by ZigBee. User interface ques-
tions also remain: in which form should information about events be created? It
might take too long to type in textual event messages in time-critical emergency
situations, and text-based messages are difficult to automatically aggregate.

Decentralized self-organizing applications for emergency situations do not
(yet) exist. Our first objective is to test the general feasibility of such an ap-
proach. Our second objective is to investigate different ad-hoc communication
protocols and coordination strategies between smart device users to identify ef-
fective protocols under different circumstances. For example, if users already
have partial event information, they might prefer to pull (ask) for additional
information. On the other hand, people first discovering a suspicious event will



likely alert (tell) other, unaware people in their vicinity who could be affected.
Or perhaps some combinations of the two approaches would occur? Which com-
munication protocol leads to information saturation in the system quicker? What
are the key parameters of such an information dissemination system, and how
do these parameters depend on each other? Beside decentralized notification of
an event, can collaborative coordination also be achieved? To investigate the
feasibility and limitations of ad-hoc decentralized coordination we have imple-
mented the LocalAlert simulation framework. In LocalAlert, smartphone users
are modeled as agents in a spatial environment in which they follow routes and
accomplish objectives. The simulation environment accommodates both indoor
and outdoor spaces, a rich set of dynamic event types, and a range of ad-hoc com-
munication protocols and coordination strategies. We tested them under varying
input conditions, such as different agent populations, event types, and behaviors,
and tested the efficiency of the notification and coordination strategies.

The remainder of this article is structured as follows. In Section 2, we describe
the technological background of this research to demonstrate feasibility. Section
3 introduces our LocalAlert simulation environment and Section 4 contains our
performance analysis. Section 5 discusses related work, and Section 6 offers our
conclusions and identifies possible future work.

2 Background

In this section, we present the background consisting of different research areas
and technologies that are related to our exploratory approach. We also briefly
discuss the state of the art in these areas to assess the feasibility of our approach.

2.1 Ad-hoc Communication Technology

Ad-hoc communication technology [7] has been available for several decades and
has found widespread application in wireless sensor networks, mesh networks
and mobile ad-hoc communication networks (MANETS). Instead of relying on
preexisting routing infrastructure with routers or access points, a wireless ad-hoc
communication network is decentralized. Here, all network devices have equal
status and can connect with any other devices in their wireless link range. The
communication topology of the network is built ad-hoc based on node proximity,
availability, and wireless link properties, and devices participate in the routing
of messages by forwarding data to other more distant nodes via multiple “hops”
(see Figure 1). The routing methods in ad-hoc networks attempt to dynamically
find paths between two nodes A and B. The presence of dynamic and adap-
tive routing protocols make it possible to set-up ad-hoc networks quickly, with
minimal configuration, and enable dynamic restructuring on-the-fly since the
devices do not need to be known by name ahead of time. This fact makes them
well suited for use in a wide range of emergency situations, including natural
disasters or military conflicts.

Today, most mobile phones support several types of wireless communication,
such as communication over cellular, Wi-Fi and Bluetooth networks. Efforts to



provide built-in support for ad-hoc networking in mobile phones are also taking
place. For example, ZigBee [21], a widely used interoperability standard spec-
ification for various ad-hoc networking protocols, includes the ZigBee Telecom
Services standard [22] for value-added services such as mobile gaming, secure mo-
bile payments, and mobile advertising. Also, the ZSIM card has been proposed,
which provides local ad-hoc communication using the ZigBee mesh protocol and
supports local ad-hoc links over distances up to 70m indoors and 400m outdoors.
Ad-hoc communication using mobile phones, however, should not be confused
with cell broadcast [6] for GSM-based mobile phones. Cell Broadcast (CB) mes-
saging is a one-to-many, geographically focused messaging service that allows
users to broadcast a text message anonymously and simultaneously to all phone
subscribers currently located within a cell of the larger cellular network. This
service however is not available to the average subscriber.

Fig. 1. Ad-hoc communication

2.2 Ad-hoc Collaboration

Ad-hoc communication enables ad-hoc collaboration between computing nodes.
It has been introduced as a robust and flexible paradigm by wireless sensor net-
works to cooperatively accomplish tasks [5]. Ad-hoc collaboration is a higher-
level concept than ad-hoc communication; it can be defined as the collaboration
of several computing nodes located in spatial proximity to achieve a task, even
in the absence of previous communication or collaboration. Since there is no
central coordinator with global knowledge that assigns roles or partial tasks to
the nodes, every node can act to initiate collaboration and decide to partici-
pate in collaboration initiated by other nodes. This mode of collaboration is
also called decentralized collaboration. In geosensor networks, ad-hoc collabora-
tion has been used to aggregate locally sensed information collaboratively into
global knowledge about a phenomenon such as establishing its currently esti-
mated boundary [8,9]. In mobile geosensor networks, sensor nodes participate
in ad-hoc collaboration with nodes that they encounter in their spatial proximity
while moving, and then pass on information to them. Examples of this include
vehicles communicating about hazardous road conditions [14] or information
exchanges in intelligent transportation networks [16].



2.3 Smartphones and Emergency Management

Today, smartphones account for about a third of the mobile phone market [12].
They are often equipped with GPS, and enable location-based social network ap-
plications such as Foursquare, Gowalla, and Google Latitude, which allow users
to “check in” to places in real-time. Other location-based social applications in-
clude mobile friend finders, mobile gaming applications, and dating applications.
Although today, people use social media applications on smartphones to share
their location (and potentially other) information in real-time, ad-hoc commu-
nication based applications for ad-hoc collaboration do not (yet) exist.

Smartphones and similar mobile devices are also currently used for emergency
management. Applications exist that let people store “in-case-of emergency”
data on their smartphone — such as critical contact information, a list of current
health care providers, or severe allergies — for easy access. Additionally, smart-
phones and similar devices are used as platforms for centralized updates about
emergencies by cities and states. For example, Cupertino, California launched an
emergency application that acts like a Rolodex with critical information in case
of an emergency (such as earthquakes, wildfires, etc.) with real-time weather and
hazard alerts, as well as with meeting place and shelter locations [3, 10]. Similar
applications are available in other cities.

3 Simulating Agent-based Decentralized Ad-hoc
Collaboration in Emergency Situations

In this section, we describe the important components of the LocalAlert simu-
lation framework, and specify the problem space we have investigated, imple-
mented and tested. To enable modeling of ad-hoc collaboration in emergency
situations we conceptualized different types of space, agents and spatial emer-
gencies (called events). Furthermore, we modeled ad-hoc collaboration strategies
between agents in detail. Our objectives are to firstly investigate the feasibility
of this approach and secondly, to identify which collaboration protocols work
well under which circumstances.

3.1 Modeling Space and Events in LocalAlert

In the LocalAlert framework the space serves as a shared environment for all
agent entities.

Shared, dynamic space: We provide a base space, represented by an ad-
justably sized two-dimensional grid of cells, on which entities like agents
and events exist. The space is configurable as a combination of freely nav-
igable spaces and obstacles, thus, supporting the modeling of a wide range
of indoor or outdoor spaces of varying complexity. The space is composed
of patches, which are either nmon-agent-barrier patches, which act as freely
navigable space for agents, or agent-barrier patches, which represent cells an
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Fig. 2. The LocalAlert framework simulating agents and events

agent may not travel over (e.g. event physical barriers and exits). All patches
have a patch-capacity. The LocalAlert framework supports the use of more
complex base-maps; however, they are not used in our current analysis.

Events: Events are defined as an additional but separate agent entity class.
Events possess attributes and follow rules which determine their overall be-
havior: since we are modeling dynamic spatio-temporal events, these behav-
iors include properties such as maximum expansion radius and rules which
dictates how moving events act when they reach a wall. For simplicity, agent-
event interaction is limited by the following rules:

1. Agents may freely and safely observe events at any distance greater than
one patch. This helps agents in the space who are trying to maintain
both their intended heading and some desired buffer distance from all
proximate events.

2. Agents and events cannot safely occupy the same location in space at the
same time, and agent safety is currently a binary property: completely
unharmed (safe), or completely injured (consumed by the event). This
reduces model and framework complexity while still producing viable
data as it relates to the effectiveness of a given strategy.

3.2 Modeling Agents in LocalAlert

Agent entities are modeled around mobile smart-device users, who all have the
common goal of obtaining and then disseminating information about spatio-
temporal events occurring in the shared space. Agents can sense events directly
based on a sensing-range parameter, or via the exchange of information with



other agents in the space (limited by a communication-range parameter). They
distinguish between two objectives: either wandering freely or responding to
an event, depending on the types and amount of information they currently
possess. In the default wandering state, agents move freely around the currently
unconstrained space and retain this state until they either decide to exit on their
own, or encounter or are informed of an event. In either case, when agents switch
into the second state of responding, their primary objective becomes quickly but
safely exiting the space. The range of an agent’s abilities to communicate and
sense is determined primarily by the framework parameters. Furthermore, in case
of encountering an event first-hand, agents are tasked to perform the collective
process of decentralized emergency coordination and self-organization.

3.3 Ad-hoc Communication and Collaboration Strategies in
LocalAlert

Since communication is central to many of the questions related to this research,
LocalAlert features an extensive set of communication protocols that determine
how agents can communicate with each other. Communication involves agents
exchanging messages that contain a variety of spatial information about events
and the space it-self. In the simplest form, a message consists of a unique mes-
sage ID, a message body, and a location, which refers to the location of the
spatial entity that the message refers to (i.e. the event). Thus, updates about
event locations can be accommodated in this model. Additional message fields,
such as the number of hops a message has taken before being received, are also
maintained.

Communication: We have currently implemented two communication types:
push (agents send information) and pull (agents request information) strate-
gies. Additionally, for each communication type we investigate two message
distribution models, epidemic and broadcast. Under the epidemic message
distribution model, the number of other nodes selected for communication
varies from 10% to 90% of the available neighbors in communication range,
while in the broadcast mode, a message is flooded across the network (i.e.
each agent receiving a message forwards it to all other agents in its own
communication range).

Collaboration: Collaboration consists of mnotification and adaptive coordina-
tion. In the notification mode, agents simply request information about an
event or inform others about an event. In the collaborative mode, agents
exchange spatial information about the space (e.g. which exits are blocked?)
and the event (does the event change location? Where is it now?). Both
modes are forms of dynamic collaboration, where old messages about the
same event can be updated with new information. We compare three differ-
ent levels of agent collaboration:

1. Sensing only: in this mode, agents do not cooperate or communicate
with other agents in the space in any way; all information is obtained
solely through an agents sensory capabilities. Thus, the agent has to



encounter the event. This basically reflects todays situation, where ad-
hoc communication enabled smartphones are not used.

2. Selfish: in the selfish mode, agents collaborate only until they have ful-
filled personal exit requirements, at which point they no longer actively
participate in communication with other agents, though they may still
act as intermediate nodes in forwarding information to others.

3. Cooperate: agents collaborate fully with others for the full duration of
their time in the space.

Agent communication is modulated by several framework parameters, i.e.
how often agents communicate, with how many other agents an agent commu-
nicates, and how many messages an agent may store.

During the communication and collaboration processes, agents perform in-
telligent message aggregation. Currently, agents combine messages based on the
identification of an existing message with matching location and message body
fields. This, along with the other various message fields, allows agents to rank
information in a number of ways: for example, an agent may sort all known
exit locations by proximity, or by the number of times the agent has received
a message using the times-heard field. The LocalAlert framework also provides
additional message handling and decision-making support mechanisms for an
agent, such as managing a blacklist, which contains messages that are no longer
suitable to pass on, e.g. messages about a previously known safe exit, which is
then discovered to be blocked. Upon discovering any such invalid information,
agents purge all matching messages from their current message and knowledge
lists, with the intent of ensuring out-of-date information is no longer spread.

3.4 Implementation

The LocalAlert framework is implemented in NetLogo [19], a free, cross-platform,
programmable multi-agent modeling environment. NetLogo is particularly useful
for the investigation of models that have dominant spatial or temporal elements,
or systems models, which evolve over time. Our strategy was to encapsulate the
newly developed core functionality into small, purpose-built modules so that the
LocalAlert framework is extensible, reusable, and easily expandable to accommo-
date new functionality without changes to existing code. The code is available
at http://code.google.com/p/gaem/.

4 Performance Evaluation

4.1 Test Parameters

Our interest is in identifying optimal communication and coordination strategies
under a variety of emergency situation scenarios. We constructed a series of nine
experiments, representing different combinations of event and response compo-
nents. These experiments are designed to investigate the influence of the follow-
ing parameters on our proposed response models: agent population or density



(256 vs. 512 vs. 1024 agents), coordination strategy (cooperate, selfish, or sens-
ing only), communication protocol (push vs. pull-based, broadcast vs. epidemic),
event type (single fixed, single expanding, single moving, multiple events), and
initial event location with regard to exit locations. Results from each run are
ranked according to the metric “ticks-to-completion” which represents the num-
ber of iterations required to reach an exit criterion. Ticks to completion serves
as the most telling measure of effectiveness since the faster agents are informed,
the faster they can make informed decisions and exit. However, as time is not
the only measure of effectiveness, we also examine the robustness of a response
strategy, as it relates to how likely the strategy is to succeed.!

4.2 Validating Decentralized Ad-hoc Collaboration

Table 1 shows the results for an expanding event scenario. We evaluated two
criteria: speed (minimum ticks-to-completion) and reliability (how likely a given
strategy is to succeed). For each agent population, a total of four columns are
presented: the first two columns represent the top 10" percentile of successful
runs (raw count and percentage), and 3¢ and 4*" column represent the number
of successful runs per strategy and its percentage of the overall runs. For exam-
ple, we simulated 720 runs with 256 agents, and 188 of the successful runs used
the full cooperation strategy, while 170 runs used either the selfish or sensing
only strategies. Additionally, for each agent population, a pass rate (PR) value
is provided, representing the total pass rate (number of successful runs/number
of runs tested) regardless of configuration: for example, roughly 73% in the case
of an expanding event with 256 agents. For expanding events, the tests show

Table 1. Testing different collaboration strategies for expanding events

expanding 256 (73.33% PR) 512 (85.56% PR) 1024 (90.00% PR)

top (%) total (%) top (%) total (%) top (%) total (%)

strategy
cooperate 41 75.93 188 35.61 48 70.59 206 33.44 59 60.82 216 33.33
selfish 13 24.07 170 32.20 20 29.41 209 33.93 29 29.90 210 32.41
sensing only 0 0.00 170 32.20 0 0.00 201 32.63 9 9.28 222 34.26
location
bottom-half 0 0.00 187 35.42 0 0.00 223 36.20 56 57.73 204 31.48
center 35 64.81 236 44.70 33 48.53 215 34.90 29 29.90 240 37.04
top-half 19 35.19 105 19.89 35 51.47 178 28.90 12 12.37 204 31.48
com-type
push 25 46.30 259 49.05 20 29.41 303 49.19 38 39.18 324 50.00
pull 29 53.70 269 50.95 48 70.59 313 50.81 59 60.82 324 50.00
subset
10% 28 51.85 265 50.19 11 16.18 333 54.06 25 25.77 345 53.24
100% 26 48.15 263 49.81 57 83.82 283 45.94 72 74.23 303 46.76

that the full cooperation strategy results in the fastest exiting of agents, with
this strategy representing 60-76% of the fastest successful runs. The relative

1 Our successful run condition is that 95% of the agent population safely exited.



location of the event also matters — events near the exits (bottom-half) delay
escaping agents, and reduce the chance that distant agents will learn of the
event. We can also see in the fastest cases that a pull strategy outperforms a
push strategy; however, they are roughly equal overall. Similarly, an epidemic
messaging strategy with a 10% forwarding rate is just as effective as flooding
for low density populations; however, a flooding-based strategy leads to (not
surprisingly) faster success with larger populations due to more rapid informa-
tion saturation. Again, when looking at all successful runs, both are similarly
effective. Minimizing messages is not necessarily a concern in this setting, but
it might be practically relevant that these communication strategies also work
if not all agents participate.

Table 2. Testing different collaboration strategies for moving events

movin, 256 (57.64% PR) 512 (79.17% PR) 1024 (87.64% PR
g (

top (%) total (%) top (%) total (%) top (%) total (%)

strategy
cooperate 28 65.12 181 43.61 41 67.21 213 37.37 46 66.67 212 33.60
selfish 15 34.88 128 30.84 20 32.79 189 33.16 18 26.09 206 32.65
sensing only 0 0.00 106 25.54 0 0.00 168 29.47 5 7.25 213 33.76
location
bottom-half 3 6.98 161 38.80 2 3.28 210 36.84 36 52.17 195 30.90
center 19 44.19 156 37.59 22 36.07 178 31.23 31 44.93 230 36.45
top-half 21 48.84 98 23.61 37 60.66 182 31.93 2 290 206 32.65
com-type
push 16 37.21 195 46.99 21 34.43 270 47.37 29 42.03 312 49.45
pull 27 62.79 220 53.01 40 65.57 300 52.63 40 57.97 319 50.55
subset
10% 21 48.84 206 49.64 8 13.11 302 52.98 8 11.59 323 51.19
100% 22 51.16 209 50.36 53 86.89 268 47.02 61 88.41 308 48.81

Table 2 shows the results for moving events, which can obstruct exits and
disturb agents’ exit routes. As we can see in Table 2 (similar to Table 1), low
density populations are less likely to achieve high overall success compared to
higher agent densities.

4.3 Evaluation of Different Decentralized Coordination Strategies

Figures 3-5 capture the numbers of agents informed over time based on different
collaboration strategies, types of events and agent populations (different color
lines for each density, solid for push and dotted for pull). Figure 3 shows a
stationary event located in the center of the space. As can be seen, a cooperative
strategy leads to (for the highest agent density, in purple) nearly 70% of agents
being informed quickly and then exiting the space quickly (around 90 ticks).
Under the selfish and sensing only strategies, agents remain in the space until
nearly everyone is informed or has encountered the event first hand. Figure
4 depicts an event centered in the space that expands over time. Due to the
dynamic changes of the event, agents are informed quickly, but spend more time



in the space due to the need to adapt and ‘replan’ their exit route, slowing their
exit process. Figure 5 presents the results of a moving event, which show similar
results compared to an expanding event.
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In summary, for nearly all scenarios examined, the cooperative agent strate-
gies far outperform their sensing only (uncooperative) or selfish counterparts.
Under cooperative cases, initial event-related information dissemination occurs
more quickly, and across a larger percentage of the total population than under
uncooperative and selfish models, and as a result, a higher percentage of the
total agent population was able to successfully exit, more quickly. The goodness
of communication strategies (push or pull; epidemic or broadcast routing pro-



tocols) varies slightly depending on the specific event type and initial location;
but there is no clear or consistently better selection. Results do however indicate
that event type and location (relative to exits or goals) plays a significant role
in the emergent agent behaviors over time.

5 Related Work

Today, several simulation tools exist that facilitate the investigation of various
aspects of social agents collaborating in spatio-temporal environments [1, 2,4,
11]. While many of these tools have gained widespread publicity, there is cur-
rently no single simulation environment that allows practical investigation of all
the components (technical, social, and environmental) relevant to our proposed
application.

The idea of decentralized ad-hoc collaboration has been successfully estab-
lished in wireless sensor networks and especially in geosensor networks, in which
the concept of location, local events and node proximity to spatial events is
poignant. Ad-hoc collaboration has also been used to aggregate local sensor in-
formation to form knowledge about global event such as establishing and tracking
event boundaries [8,9]. In mobile geosensor networks, sensor nodes use ad-hoc
collaboration with nodes they encounter in spatial proximity to pass on infor-
mation about e.g. hazardous road conditions [14], exchange information about
potential rideshares in intelligent transportation networks [16], or collaborate on
capturing currents in ocean sensor networks [15].

While [17, 18] explore ad-hoc collaborative decision making in spatio-temporal
environments; this work focuses on complex collaborative tasks such as toxic spill
clean-up and agents with varying abilities. Our framework could be useful for
exploring collaboration strategies for more complex tasks in emergency situation
such as rescuing victims or directing crowds through a space that is unknown to
most participants.

[20] explores an idea that is similar to ours as presented in this paper. How-
ever, this work focuses more on the representation and sharing of partial spatial
knowledge and creating ad-hoc local maps of a graph/map structured outdoor
environment using only a broadcast strategy, while our work investigates several
different communication protocols (push vs. pull, and broadcast vs. epidemic)
and also explores various types of events (e.g. moving events). We also propose
the LocalAlert simulation environment as the basis for more exploration under
this research question. Overall, both approaches come to similar conclusions;
mainly that ad-hoc collaboration enables a better outcome in emergency situa-
tions.

6 Conclusions

In this paper, we investigated the potential of smartphone based ad-hoc collab-
oration in emergency situations. We presented the LocalAlert simulation frame-
work, designed to simulate various ad-hoc collaboration protocols for agents



dynamically reacting to spatio-temporal events. We tested agents acting alone
(sensing only), selfishly, and under a fully cooperatively behavior model, and
our results indicate that such an application is indeed valuable. Under cooper-
ative models, information dissemination occurred most quickly over the largest
percentage of the population, and as a result, a greater percentage of the total
population was able to successfully exit in less total time. This paper serves
as a first exploratory analysis of several possible and likely communication and
coordination strategies.

In the future, the LocalAlert framework will be used to perform a much more
in-depth analysis. We also make the LocalAlert framework available as open
source code so that it is available to the community for continued development
of new modules and to introduce other options, such as additional communica-
tion models, agent social behaviors, or spatial layouts. There are still many open,
interesting research questions related to this work, which need to be addressed
in other research areas of GIScience. For example, which human user interface
is most appropriate for such an application? What is the best way to represent
imprecise spatial knowledge and support automatic reasoning about it? How can
we aggregate imprecise spatial knowledge from different sources automatically?
The authors of this paper plan to continue exploring such interdisciplinary ques-
tions, and hope that this work serves to encourage other GIScience researchers
to do the same, so that a real-world implementation of the LocalAlert framework
may one day exist.
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