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PLORATORY DATA MINING AND 
analysis for scientific hypothesis testing or 
phenomenon detection is an iterative, suc- 
cessive-refinement process. Scientists apply 
a preliminary model on the data and then use 
the outcome of a series of experiments to 
refine the model and methodology. They 
repeat this process until they either drop the 
hypothesis or refine it into one that is con- 
sistent with the collected data. 

For such a research approach to be practi- 
cal, scientists need a powerful system that 
supports 

easy formulation and execution of pow- 
erful queries and discriminant functions 
against the database, 

* a natural representation of the relation- 
ships of the scientific domain of interest 
(for example, in the natural domains of 
space and time but possibly in the fre- 
quency domain, as well), and 
efficient execution of these quenes with- 
out requiring the scientists to be aware of 
the storage structures and processing 
strategies involved. 

We are developing Oasis (open architec- 
ture scientific information system) to be such 
a system. In this article, we explain how sci- 
entists can use this flexible, extensible, and 
seamless computing environment for scien- 
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OASIS IS A FLEXIBLE, EXTENSIBLE, AND SEAMLESS 
E M R O N M E h T  FOR SCIENTIFIC DATA ANALYSIS, KNOWLEDGE 

 DISCOVER^ K!SUALIZATION, AND COLLABORATION. THE 
AUTHORS DESCRIBE HOW OASIS CAN HELP EXPLORE DATA 

ANALYSIS AND DATA M N N G  OF SPATIO-TEMPORAL 
PHENOMENA FROM LARGE GEOPHYSICAL DATA SETS. 

tific data analysis, knowledge discovery, 
visualization, and collaboration. 

How Oasis can help 

Consider a scientist charged with deter- 
mining whether the observed change in an 
important atmospheric trace gas at a partic- 
ular spatial location is due primarily to 
dynamic processes (that is, transports from 
place to place) or to chemical processes (for 
example, losses caused by a catalytic photo- 
chemical process). One way to quantify the 
effects of transport processes is to compare 
changes in the target gas (ozone) at the same 
spatial location (same pressure level, latitude, 
and longitude) with those in a long-lived 
trace gas such as nitrogen oxide. This study 
might require retrieving large volumes of 

data from (possibly distributed) repositories; 
reformatting the data; locally managing that 
data; developing analysis algorithms; and 
storing, visualizing, and interpreting the 
results (over several iterations). 

These subtasks typically require the sci- 
entist to battle with a plethora of computer 
systems, programs, protocols, and data for- 
mats. Heterogeneity is a fact of life in deal- 
ing with computers. Hardware vendors 
continue to develop diverse platforms. 
Operating systems, file systems, and net- 
work software continue to proliferate. And 
vendors and research institutions continue 
to develop numerous software tools, each 
of which satisfies part of what the users 
need. Ironically, the availability of such a 
range of hardware and software creates a 
major problem. More often than not, even 
a single scientific team uses a diverse set of 
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platforms and tools. This diversity usually 
translates into unanticipated time-consum- 
ing and costly integration problems. The 
problem is even more severe when teams try 
to share information or code. 

The players might change and today’s 
state-of-the-art systems might become 
tomorrow’s legacy systems, but hardware 
and software heterogeneity are here to stay. 
That’s why we’re developing Oasis. This sys- 
tem will provide application developers and 
end users (scientists) the logical abstraction 
that the computing environment is simply a 
set of objects of various types (classes), as 
Figure 1 illustrates. 

Central to the architecture are the scientific, 
spatio-temporal objects accessed by applica- 
tions via a distributed object-management 
framework. An object class defines a type of 
object in terms of attributes (variables) and 
operations (methods). In Oasis, the scientist 
investigating the influence of dynamic 
processes on ozone changes would use the 
Oasis catalog browser to locate the ozone and 
nitrogen oxide data set objects (collections 
of multidimensional, cellularly gridded cov- 
erages). The reference found in this way 
(which can point to an object located some- 
where on the Internet) can be used by a visu- 
alization package such as LinkWinds2 or by 
a scientific data-mining tool such as the Con- 
quest Parallel Query Execution System (see 
sidebar “Data-mining  technique^").^ The 
selected objects encapsulate the code needed 
to retrieve subsets of data possibly stored in 
a file system or database-management sys- 
tem, or needed to perform operations on the 
data. Objects in the multidimensional, cellu- 
larly gridded data set class (for example, 
UCLA AGCM data) all have a common 
interface-that is, they support a common 
set of operations. A handle, or object refer- 
ence, refers to the object and invokes these 
operations uniformly, regardless of the 
object’s location or the implementation 
details. So the point here is that the scientist 
using Oasis does not have to worry about 
intricate yet meaningless information on data 
storage and handling, and can remain 
focused on the task at hand. 

System architecture 

The major design goals of Oasis that con- 
tribute to its usefulness as an environment for 
data mining (especially in a large-scale geo- 
scientific information system) are to 

Figure 1. Conceptual architecture of Oasis. Datasets such as UCLA AGCM are modeled as collections of objects whose 
storage formats and locations are hidden from applications (for example, Linkwinds) accessing the obiects’ contents. 
Surrounding these objects are layers of services provided by distributed-object-management systems based on CORBA 
and by Oasis. 

Develop an object hierarchy to serve as a 
common foundation on which to build 
next-generation scientific applications 
and information repositories while still 
embracing legacy systems. 
Provide a query facility to efficiently 
process complex scientific queries (data- 
mining algorithms) involving computa- 
tionally expensive calculations on large 
data sets (tens of gigabytes to terabytes). 
Provide the basis for efficiently, system- 
atically, and uniformly accessing a wide 
variety of data repositories, including file 
systems, relational database systems, and 
object-oriented databases. 
Provide seamless integration of data 

analysis and visualization with data 
management. 
Enable the reuse of commercial and pub- 
lic-domain applications that provide valu- 
able analysis and visualization services. 
Provide a system easily customized to the 
needs of a particular scientist or group of 
scientists. 

To meet these goals, we are exploiting the 
emerging distributed-object-management 
system technology as promoted by the 
Object Management Group’s (OMG) Com- 
mon Object Request Broker Architecture 
~ t a n d a r d . ~  CORBA-compliant software is 
now available from many vendors. Moreover, 
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the on-the-wire protocol standard for inter- 
ORB communication, Internet Inter-ORB 
Protocol (IIOP), supports interoperability 
between different vendors’ implementations 
of CORBA on heterogeneous platforms. 
Basically, CORBA-compliant systems pro- 
vide a framework for distributed object pro- 
gramming in which an object’s location, plat- 
form, and implementation are hidden from 
applications. 

At the heart of the system lies our object 
hierarchy, which acts as the conceptual and 
semantic glue linking our applications with 
scientific data. Over the past two years, we 
have been actively involved with the 
OpenGIS Consortium’s effort to define an 
Open Geodata Interoperability Specification 
for GIs data5 The core of this specification is 
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the Open Geodata Model (OGM), a common 
means for representing the Earth and Earth 
phenomena mathematically and conceptually. 

Surrounding this core is OMG’s Object 
Request Broker (ORB), Basic Object Adap- 
tor (BOA), and Interface Repository (IFR). 
The next layer contains a host of Common 
Object Services (our Oasis development effort 
is based on Sunsoft’s CORBA-compliant 
NE0 software). The latter two layers pro- 
vide the physical machinery and services 
necessary to develop a distributed, object- 
oriented computing environment. The final 
layer contains the query, storage, and catalog 
services to support data-mining activities. 
Applications operating atop this distributed 
computing substrate include a Java-based 
catalog browser, Glint, OpenMap, and Link- 

Winds. Glint is a data-analysis tool devel- 
oped at the Scripps Oceanographic Institute, 
and Linkwinds is a data-visualization tool 
developed at the Jet Propulsion Laboratory. 
OpenMap is a networked GIs visualization 
tool developed by BBN. 

Conquest parallel query execution service. 
Scientists want a system that’s easy to use 
and fast-doesn’t everyone? We can describe 
what this means to the scientists with whom 
we’ve worked, as follows. Taking the con- 
ceptually simplest requirement first, fast 
really means interactive at some reasonable 
scale. Because a system often must handle 
tens of gigabytes of data, scientists don’t 
expect response times in the subsecond 
range. On the other hand, more than an hour 
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or two is often not acceptable. Part of the 
requirement for performance comes from the 
need to pose a question (in the form of a 
query), get the response, examine that 
response (for example, visually), and then 
refine and rerun the query. Such interaction 
with the scientist during the process is a hall- 
mark of this application area and makes high- 
performance demands on the system. 

Although technology is producing mass- 
storage systems with higher processing and 
bandwidth capacities at lower costs, the 
appetite for high performance is never sati- 
ated. For interactive response to the scientists’ 
queries, parallelism is still desirable to ade- 
quately reduce waiting time. The Conquest 
Parallel Query Processing System, Oasis’s 
query service, exploits parallelism across het- 
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erogeneous environments consisting of work- 
station farms and massively parallel proces- 
sors to efficiently process complex scientific 
queries involving computationally expensive 
calculations on large data sets. The system 
achieves this by supporting automatic query 
optimization and parallelization, as well as 
various inter- and intra-operator parallelisms 
(for example, pipelining, partitioning, and 
multicasting), in the query execution envi- 
ronment. In addition, Conquest provides an 
extensible framework where scientists can 
easily implement and combine data process- 
ing and analysis operators to form complex 
geoscientific queries. 

Conquestjield data model and algebraic lan- 
guage. We have developed a data model and 

an algebraic language designed to handle geo- 
scientific data that differ significantly from 
traditional data models and their languages. 
Scientific data often comes in the form of data 
fields where data values are at points of a 
multidimensional spatio-temporal index 
space. Generally, we can consider the coordi- 
nates of the index space as independent vari- 
ables, and the values associated with points in 
the index space as dependent variables. 

We form a$eld space by attaching a vari- 
able from a domain V,  called the variable 
space, to each point in an independent space, 
called the index space. The index space con- 
tains the set of points with which a variable 
value can be associated. We construct afield 
by assigning a value in the variable space to 
each point in a subspace of the index space, 



called the sampled index space. We don’t 
assign variable values to all points in the 
index space because the index space can be 
infinite and the finiteness of storage neces- 
sitates storing only values for a sampled set 
of points. 

The basic operators supported in our ini- 
tial prototype fall roughly into these classes: 

Set-oriented operators. We define selec- 
tion, projection, Cartesian product, union, 
intersection, difference, and join opera- 
tors similar to their counterparts in rela- 
tional algebra. Although the logical 
schema for the result of these operators 
is well-defined, the resulting field often 
does not inherit the semantic properties 
of the inputs. For example, selecting cells 

in a field on the basis of their variable val- 
ues (cells in a regularly gridded $ea-level 
pressure field that recorded a parameter 
value greater than 980 millibars) gener- 
ally returns a field whose cell coverage is 
unstructured. 
Sequence-orzented operators. Many geo- 
scientific data-mining applications in- 
volve studying the change of time-varying 
parameters. For example, given a set of 
cyclone track fields represented as time 
series of polygonal cyclone extents, we 
might want to find all cyclone trajectones 
whose spatial extent shrinks for three 
consecutive days. So we introduce sev- 
eral sequence-oriented operators. Each 
operator generates fields by sequentially 
consuming cell records from its input 
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fields, performing the appropriate opera- 
tion, modifying its own internal state in 
the process, and then outputting the resul- 
tant fields. 
Grouping operators that collect related 
cell records in aJLieldfovfurtherprocess- 
ing. Data-analysis applications often 
involve the generation of aggregate infor- 
mation on collections of related data from 
a field. Several tuple operators collect 
subfields containing related cell records. 
Space-conversion operators that derive 
new fields with different coordinate and 
variable spaces, as well as new cover- 
ages. We often must reconcile the differ- 
ences in the coordinate and variable 
spaces of heterogeneous fields before we 
can meaningfully compare and correlate 

IEEE EXPERT 

8 



the fields. Space-conversion operators 
let the application of arbitrary (possibly 
user-defined) functions change the rep- 
resentation of a field so that we can mean- 
ingfully compare and correlate differ- 
ences between data fields from different 
sources. 

Query management, optimization, and exe- 
cution. Conquest’s major components are the 
query manager, the query optimizer, and the 
parallel query execution server. The query 
manager receives a query and sends it to the 
rule-based query optimizer, which optimizes, 
parallelizes, and transforms the algebraic 
expression into a parallel query execution 
plan. The plan then proceeds to the query exe- 
cution server for evaluation (see Figure 2). 
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Meanwhile, the query manager connects to 
the visualization manager and prepares it for 
the data stream that the query execution server 
will send it in response to the query. The 
design of the query execution server is based 
on the Volcano extensible query execution 
engine.6 Conquest extends Volcano with a sci- 
entific data model that encompasses relational 
data, scientific data fields, and multi- 
dimensional array data; and an algebra that 
supports geoscientific queries. We have im- 
plemented generic algebraic operators in this 
data model, as well as application-specific 
operators, to support scientific studies. 

We originally implemented Conquest on 
massively parallel supercomputing plat- 
forms (for example, the IBM SP1 and SP2 
and the Intel Paragon) and on workstation 

farms using the portable message-passing 
library Parallel Virtual Machine as the 
interprocess communication mechanism. 
Although the core Oasis services let users 
access heterogeneous distributed objects 
without regard to their underlying storage 
and representation, these services do not 
immediately support parallel processing of 
data retrieved from these objects. Therefore, 
we are reimplementing Conquest as an Oasis 
service to deliver automatic optimization, 
parallelization, and parallel execution for 
complex geoscientific queries within the dis- 
tributed object-management framework 
presented by Oasis. The Oasis-based Con- 
quest parallel query execution service takes 
advantage of the capabilities of the underly- 
ing distributed object-management system 
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Figure 2. Parallel query execution in Conquest. 

Figure 3. Oasis cafalog service. 

to simplify operator registration and the 
packaging of complex data during inter- 
process communication. 

Catalog service. One of our project goals is 
to facilitate the location and retrieval of sci- 
entific information, be it data created and 
stored locally or data located at remote data 
repositories such as NASA’s Eaah Observing 
System (EOS) Distributed Active Archive 
Centers (DAACs). In this scenario, scientists 
pose queries via the Oasis catalog service 
infrastructure (see Figure 3). 

The catalog service loosely models the 
Tsimmis ~ y s t e m . ~  Mediators realize global 
query schemas and provide query support via 
their query language (for example, ODL or 
SQL). Upon receipt of a query, a mediator 
decomposes the query and farms out sub- 
queries to its participating catalogs, which are 
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encapsulated via catalog wrappers. A catalog 
wrapper translates the query from the global 
query schema and language to the target cat- 
alog’s local schema and query language. The 
catalog then processes the query and retums 
an iterator object (for example, a database 
cursor) to the wrapper. The catalog wrapper, 
in turn, passes an iterator object back to the 
meaator. However, tixs iterator returns tuples 
in the mediator’s global schema. To do so, the 
catalog wrapper’s iterator issues a request to 
the catalog iterator for the next tuple, trans- 
lates the tuple from the catalog’s schema into 
the mediator’s global schema, and returns the 
resultant tuple. The major reason for this 
demand-driven evaluation of query results is 
to return query results to the user as neces- 
sary, thereby avoiding potentially unneces- 
sary processing overhead (especially for large 
query-result sets). 

User scenario 

To demonstrate how Oasis can facilitate 
data mining, we outline a real-life, end-to- 
end scientific data-mining application involv- 
ing the extraction and analysis of cyclone 
tracks. We developed the application within 
the framework of Oasis, taking advantage of 
Oasis’s support of heterogeneous-data repos- 
itory access and high-performance distrib- 
uted computing. 

Catalog browsing and data-object loca- 
tion. The catalog browser provides a graph- 
ical user interface for locating scientific data 
sets, derived products produced as the result 
of previous queries, and so on. The browser 
is written in JavaSoft’s Java language and 
C++ CGI-bin programs (a JavaNEO version 
is under development) and executes via a 
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Figure 5. Detailed informotion retrieved for a data set selected via a query. 

Figure 4. A query form produced to support Eosdis IMS schema. 

- 
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Java-enabled browser. 
Users can invoke the 
browser in a stand-alone 
mode or can launch it 
from an application 
such as LinkWinds or 
Glint (see Figure 1). 
Upon invocation, the 
scientist chooses from a 
set of available keyword 
sets (global schemas). 
The catalog service pro- 
vides this information to 
the browser. Once the 
global schema is cho- 
sen, the browser inter- 
acts with the mediator, 
which is responsible 
for evaluating queries 
against the schema. The 
mediator provides the 
browser with the sche- 
ma information (key- 
words, valid values, and 
so on) necessary to build 
the appropriate query 
form. 

Figure 4 presents a 
sample query form. In 
this example, the scien- 
tist can specify a time 

range or a spatial extent (by drawing a bound- 
ing box over the map), select parameters and 
sensors of interest, and choose the catalogs to 
be queried (the default is “all catalogs”). 

Figure S shows the detailed information 
presented as the result of the sample query. 
The net result of a scientist’s interaction with 
the browser is the location and selection of 
distributed objects (data sets). The object ref- 
erences of the selected objects can then go 
back to the launching application or to an 
application invoked through the browser. In 
this example, the located object corresponds 
to the potential temperature fields produced 
by the UCLA Atmosphere General Circula- 
tion Model (AGCM),* which is a finite- 
difference model that includes sophisticated 
parameterizations of cumulus convection and 
planetary boundary-layer processes, as well 
as parameterizations of short- and long-wave 
radiative transfer. Grid cells of various reso- 
lutions represent the model’s horizontal 
structure; we are using a grid size of So lon- 
gitude and 4” latitude. A series of constant 0 
(pressure/surface pressure) layers represents 
the model’s vertical component; the version 
in this study has nine layers in the vertical, 
with the top at SO mb. The prognostic vari- 
ables (horizontal velocities, potential tem- 
perature) and diagnostic variables (precipi- 
tation) of the AGCM are written as netCDF 
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Figure 6. (a) Cyclone-tracking query panel; (b) visualization of partial results. 

files at 12-hour (simulation time) intervals; 
however, we can modify this frequency, 
depending on the database's storage capacity. 
At the lowest spatial resolution (4 "~5" ,  9 lev- 
els) with a 12-hour output interval, the 
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AGCM produces approximately 5 Gbytes of 
data per simulated year. 

Applying data-mining and analysis algo- 
rithms. After users have selected Oasis sea- 

level pressure objects (AGCM data products) 
during their catalog-browsing session, they 
can bring up a WWW query panel (see Fig- 
ure 6) for a precompiled Conquest query that 
extracts cyclone tracks from sea-level pres- 
sure data. (Conquest semantically checks the 
objects to make sure that they contain sea- 
level pressure data.) The cyclone-tracking 
algorithm (described in the sidebar) consists 
of two steps that can each be implemented as 
a Conquest operator with a well-defined 
interface: (1) extraction and refinement of 
minima in a sea-level pressure field, and (2) 
assignment of minima to tracks. 

After extracting cyclone tracks from large, 
sea-level pressure data sets and ingesting 
them into an Oasis feature bucket object (a 
container for GIS data such as polygons or 
line strings), scientists can further study the 
extracted features to better understand these 
natural phenomena. Figure 7 shows the query 
panel for invoking the precompiled query for 
generating and visualizing summary data 
from the cyclone track collection created in 
the previous cyclone-tracking query. The 
panel's foreground shows a snapshot of the 
animation of the spatio-temporal migration 
pattern of monthly cyclopresence concen- 
tration for the AGCM data set from which 
the cyclone tracks are extracted. Note that 
most cyclones are formed and migrate within 
a few zonally elongated extra-tropical 
regions (storm tracks) in the Northern 
Atlantic and Pacific and around the Antarc- 
tic continent. 

application developers a view of the world 
as a collection of distributed location- and 
platform-independent objects. The system 
achieves this view for application develop- 
ers by using well-known object interfaces 
based on OGIS and object implementations 
based on COMA.  Oasis offers scientists the 
view of the world as location-independent 
objects through high-level services and appli- 
cations such as the catalog browser, which 
provides query facilities to locate data sets, 
and visualization and analysis tools that 
directly handle Oasis data objects. In addition, 
the extensible Conquest query-processing ser- 
vice provides high-performance query pro- 
cessing for complex geoscientific data- 
mining applications through parallelism. 
This service can handle complex scientific 
queries involving computationally expensive 
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calculations on large geoscientific data sets 
stored in different formats and managed by 
many different autonomous storage subsys- 
tems. UCLA and the JPL have used Con- 
quest during the past two years for ex- 
ploratory data analysis and data mining of 
spatio-temporal phenomena produced by the 
AGCMs at UCLA and European Centre 
Medium Weather Forecasting (Ecmwf) and 
by satellite-based sensor data such as the 
Ecmwf Global Basic Surface and the 
National Center for Atmospheric Research 
(NCAR) Upper Air Advanced Analyses. 
Examples of spatio-temporal features mined 
from the data include frequency, intensity, 
and tracks of cyclonic storms; blocking fea- 
tures; warm pools in oceans; and propaga- 
tion events of wave energy in the upper 
atmosphere. Once extracted, these phenom- 
ena serve as high-level indexes for content- 
based access to raw measurements stored in 
large data sets (gigabyte-terabyte range). 

We have demonstrated the utility of Oasis 
and our data-mining facility, Conquest, by 
executing queries to extract cyclone tracks 
and blocking events in several observational 
and AGCM simulation data sets. We have 
also described applications of unsupervised 
learning techniques and global change study 
(the study of changes in the global atmos- 
phere and world ocean system, including 
chemical tracers). The ability to extract, ana- 
lyze, and visualize these features from such 
large data sets lets scientists easily compare 
model simulations and observational analy- 
sis to gain a better understanding of the 
physics behind such features. 
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tions with simulation waveforms. 
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